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usability. The second five pertain to CRT technical excellence: (i)
function and purpose, (5) objectives development, (6) item
development, {(7) methcds cof score interpretation, apd (8) analysis
and vaiidation. In additicn to an explanation of the rating systen,
this paper includes detailed instructions so that it can be used in a
standardized anrd accurate way by school personnel, test-selection
ccrpittees, researchers, _and professional evaluators. {(Author,RC)
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A SYSTEM FOR OESCRIPING AND EVALUATING CRITERION-REFERENCED TESTS®

Jacqueline Kosecoff, Arlene Fink, & Stephen P. Klein ,?

ABSTRACT

There are, at present, a number of tests that are Jabeled criterion-referenced, Thesetests
vary considerably in format, design, analysis, and function. In ord2r to provide an effi-
cient and objective procedure for describing, assessing, and comparing these measures,
the Criterion-Referenced Fest Description and Evaluation {crrpE) rating system was
developed. This system incorporates a general concern for the overall characteristics
and usability of a ¢crt and a specific concern for the technice! excellence with which the

¢rt was developed and analyzed.

The crtoE rating form is divided into eight parts that reflect these concerns:

Overall CRT Characteristics and Usability

1. Marketing and Packaging
2. Examinee Appropriateness
3. Administrative Usability

CRT ‘Fechnical Excellence
4, Function and Purpose
5. Objectives Development

6. Item Development

7. Methods of Score interp-etation
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8. Analysis and Validaticn

In addition to an explanation of the rating system, this paper includes deteiled in-
structions so that it ¢can be used in a standardized and accurate way by school personnel,
test-selection committees, researchers. and professional evaluators.

INTRODUCTION

Pubhie education has been submitted to much scrutiny
during the past decade, and the curriculum, instruction,
and techniques for evaluating students and educational
programs have been the focus of considerable debate.
Among the subjects still being fervently discussed is the
need to identify appropriate ways of measuring and de.
seribing how much and how successfully students learn in
school. To many individuals concerned with testing and
measurement. traditional methods do not seem to be ade-
quate to meet this need. These people believe that although

*This work was begun at the Center (nr the Study of Evatuetion 10 the
Graduate School of Education. UCLA

existing weasures are useful for several extremely im-
portant educational purposes, like predicting who will sue-
ceed in cullege, they are not necessarily appropriate for
maty others, like describing what students have learned
in school. It is within the context of an increasing demand
for instructionall;r sensitive measures that the wmove
soward criterion-referenced tests (crrs) has gained mo-
mentum. Unfortunately, in their haste to develop and use
crTS, few people have paused to consider the properties of
crts or to systernatically evaluate the merit of existing
ones. This paper attempts to make up for this omission by
providing a system for Jescribing and evaluating cars.

The material in thes publicat:on wos prepared pursuant ta a contract with the National 1p stitute of Education. U S Department of Health. Eduration and
Wellare Contractars undertaking such projects under Government aponsorship are encouraged to express freely their judgment in professional and tech
neai matters Pror to publication, the manvscript was submtted to qualified professionals for critieal review and determination of professonal com petence
Thix publicttion has met such standards Pownts of view or opimons, however, do not necessariy Fepresent the offictal view or opinions of either tiese re

viewsrs of the Nationel Instiute of Educating,
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CRITERION-REFERENCED MEASUREMENT: A DEFINITION

A cnterion-referenced test is designed to provide a mea
sure of the extent tg which an instructional task or shill
hus been achiey ed. Three of the definitions most often used
are:
1. " A criterion-referenced test is one that is deliberately
. constructed to yield measurements that are directly
interpretable in terms of specified performance stan-
dards. ... Performance standards are generally
specified by defining a class or domain of tasks that
should be performed hy the individwal™ (7).
2 A pure criterion-referenced test is one consisting of
a sample of preduction tasks drawn from g well-
defined population of performances, a sample that
may be used to estimate the proportion of perfor-
mances In that population at which the student can
succeed™ (9),

-t

3. " Criteriun referenced measures are those which are
used to ascertain an individual's stacus with respect
Lo sorae criterion. j.e.. a perfonnanc}: standard’" (18).

Al cats have severa) features in common:
1. They are based on clearly del"med educationg! tasks
or objectnes [

2. The tesy, items are specifically designed to measure
performance on these tasks or objectives.

3. Scores are interpreted in terms of attuinment of a pre-
sef criterion or level of competence with respect to the
/educatlonal tasks or objectives,

.-

n L
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THE CRITEh1ON-REFERENCED TEST DESCRIPTION AND EVALUATION RATING SYSTEM

There aye, at present. a number of tests ur test systems
labeled wreterivn-referenced. and these differ considerably
in format. design, and function. Some crTs, for example.
wunsist uf many small tests and are intended for classroom
uses like the diagTosIs and placement of students, while
uthers contain vnly unc or a few tests and are designed for
aluation purpose.. like establishing the effectiveness of
an educational program. [n order to provide an effici nt
and ubjectin e procedure for describing. asséssing, and
comparing all cets. the Criterion-Referenced Test Pescrip-
tion and s aluation {crToF) rating sysiem was developed.
A complete ser of mstrictions to accompany the system
was alsu prepared so that the carog could be applied in a
standardized wa)y by schocl- and district-level personnel,
test-selection committees researchers interested in crTs
for thewr own work, and professional evaluators.

The -rTpE system mncorporates two areas of concern.
Furst. it 15 concerned with the overall characteristics and
usability of a cr7, including a description of a €RT’s
marketing and packaging features, its administrative usa-
bty , and examinee appropriateness.* Second. the carpe
system is concerned with the specific attributes that
constitute the technical quality of the test development
and analysis process, including the funetion and purpose
of a crt. the generation of objectives and items, schemes
for mterpreting crT scores. and the analysis and validation
of items and tests,

It should be noted that depending upon the uses to
which a crr is put, certain items in the system will assume
more or lcss importance. ldeally. these items would have

*The development ol the Cnterton-Heferenced Test Description and
Esaluation form was Ruided by che wrsn tedat evnluation procedure (,2)
MFAN 3 an acrollym reflecting four eritical arens of 1nterest Lo test users
measurerent vahdity, examisee appropnateness. admmstretng usabil-
ity and sonned techsionl excellence The categones of adrmiMatrative
usabibity nnd examanee approprateneay i the (RTOE bave heen partica-
tntly snflaenced by the wras procedure

2
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been identified and weighted accordingly. Unfortunately.
it was not pussible (o develop a single set of weights that
would be appropriate for all car uses. For example. the
number of test forms is always &n important fact} in
determining the usability of a cat. however: for elassroom
purposes, it is particularly desirable that the cRT consist of
several short tests that can be administered throughout
the year {and a high weight should be assigned to one that
has this property). while for evaluation purposes, it is
particularly desirable that the ¢RT consist of a single,
comprehens:ye test form {and & high weight should be as-
sigmed to a crt with this feature). In view of this. two
illustrative sets of weights were developed for a subset of
the ¢rTpE Items that were thought to repres¢nt definitive
properties of a crT and, of to be crucial factors in estabhsh-
ing a cRT's usability. The sets of weights were patterned
after two typical. but different, crT uses. 1} as a classroom
resource and 2) as a tool for evaluations involving two or
more jnstructional programs.

In developing the crTpe rating form, the two areas of
cunvern — ov erall characteristics and technical quality —
were orgamzed mto cight components that are relevant to
the description and evaluation of cgrs.

Componente of the CRTDE Rating Form

Overall 1. Marketing and Packaging
Charactenstics [ 2 Exsiminee Appropriateness
and Usability | 3. Administrative Usability

Technical 4. Function and Purpaose
Quality 5 Objectives Development
6. ltem Development
7

Methods of Score lnterpretation
. Analvsisnnd Validation
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natics, in order to identify all knowledge and skills
that must be acquired if Lhe area is to be learned (11).

4. Theories of learning and instruction. A literature re-
view i3 conducted and/or consultants calied in to
formulate series or hierdrchies of educational tauks
and purposes based upon the results of psychological
theory and research (20}

5. Empiricel studies. Experiments are conducted in
order to identify the objectives that are most im-
portant because the skilla and knowledge are inher.
ently essential.

No matter how they are derived, educational tasks and
purposes are usually called objectives ar behavioral objec:
tives. Howevet, it should he: noted thas these tevms hove s
precise mzaning to educatory: “An vbjective is an intent
tauthor's itelics] communica by a staternent describing
a proposed change in a learner—a statement of what the
learner is to be like when he has successfully completed a
learning experience” (26). Developers of crrs do not
alweys use this definition in its purest sepse. To them, an
objective refers to the content that is supposed to have
been learned {for example. equivalent and noneqx’ dent
sets in sixLh-grade math} and only semetimes includes the
behaviors the student is supposed to exhibit {such as
naming the first five presidents of the usa).

‘There are several issues involved in the formulation and
generation of objectives. An important one relates to the
rutes needed for writing objectives and how broadly or nar-
rowly they should be stated. Formal rules for generating
and stating ol.} sctives are needed to ensure theuniformity,
managezbility, and comprehensiveness of the set of objec
tives or domain that the crT measures.® Still another issue
deals with how a domain,js organized. The objectives for a
single dotnain can_be grouped by grade levels: they can e
organized according to major content areas:; and/or they
can be arranged into a hierarchy according to the complex-
ity of the behaviors involved or the order of instruction.

Formulating and generating items. Once the objectives
for the crr have been chosen, the next step is to construct
and/or se.ect test items to measure the objectives. This is
one of the most difficult steps in the total developmen tal
process because of the vast number of test 1tems that
might be constructed for any given objective, even ‘those
that are relatively narrowly defined (24}, For example,
consider the following objective: ‘““Fhe student can com-
pute the correct product of two singleudigit numbers
greater than zero where the maximum value of this product
does not exceed fifteen.” The specificity of this objective 13
quite deceptive since there are 32 pairs of numbers that
meet this requirement and at least 10 different test item
types that might be used to assess student performance,
as shown in Figure 1.

Further. each of the resulting 320 combinations of pairs
and item types could be modified in a variety of wsys that
might influence whether they were answered correctly.

*The set of objectives that o CRT measutey 19 sometimes called & domein or
universe of content (30. 5} However. the term domain i used by others
to mean the rules for Benerating test iteins to measure a specific objec-
tive (15}

Some 0! these modifications are:

» use different item formats {muiltiple choice versus
completion}
* change the mode of presentation (written varsus oral)
» change the mode of response {written varsus oral)

FIGURE 1
TYPES OF CRT TeST ITEMS USING THE
NUMBERS 3 AND 6
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j. John has 5 apples. Sally has 3 times as many apples .3
John. How many epples does Sally have?

It soon becomes evident that a highly specific objective
can have a potential item pool of well over several thousand
items (14, 15:-2}.

The number of items to construct for each objective is
influenced by several factors including the amount of test-
ing time available and the cost of making an interpretation
error, such as saying that a student has achieved mastery
when he or she has not and therefore erroneously con-
cluding that a student should not participate in a college
preparatory program. For some objectives many items are
needed in order to obtain a stable estimate of a learner's
performance, whereas for other objectives fewer items will

suffice. .
A related issue in the construction and generation of

crtT items is the degree to which the items should be
sampled with respect to their relative difficulty and pos-
sible content coverage within an objective. It is a well-
known and frequently used principle of test construction
thdt even slight changes in afi item can affect its difficulty.
The extent to-which the items within an objective are
sampled with respect to difficulty has a direct bearing on
the interpretation of the scores obtained. In dther words, if
only the most difficult items are used, the phrase “achieve-
ment of the objective’ has a very different meaning than if
the items are sampled over the full range of difficulties.
Another issue concerns a ¢RT's curriculum match—the
cxtent to which a crr is designed for use with a specific
educational program (1. 29). cRs with a greater degree of

",.{/ © 3
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ciriculum match have objectives and test items that are
gosociated with a particulgr curriculam or set of educa-
tional materials and technigues. crrs with a smaller degree
of curnculum rnatch, on the other hand, contain objectives
and test items that are not necessarily associated with the
specific skills or content of an educational program. How-
ever, such crrs still may have been developed from several
educational programs and censequently have objectives

" and items that reflect the bias inherent in these programs.

It should be noted that scores on crr tests need not be
limited to just a crt interpretation. Other score interpre-
tations can also be provided to expand upon the crr inter-
pretation (21, 4, 8). For example, one nvight say that " This
school had an average score of 5 out of 10 on the objective
{(a car interpretation), which is one standard deviation
below the national average of 7 out of 10 (a norm-refer-
enced int~rpretation). The notion of using both types of
score interpretations does not reduce the theoretical

Conversely, crrs with no curnculum. atch are.based.ona—_ soundness-of-the-scoreinterpretation 4,21, 23).

domain of content and behaviors that is independent of
any educational program and. therefore, can be used to
compare several different educational programs.

Consideration of the various issues involved in item
generation for crrs has produced s number of different
strategies for generating and constructing items. These
include assembling a panel of experts {33). using content,
process matrices (31): applying formal item generation
rules (14. 15. 5,27},

Formulating score interpretation schemes. The uniquely
distinctive feature of & crr is its ability to provide a means
for describing what an.individual {or group) can do, know,
or feel withcut having to consider the skills, knowledge, or
attitudes of others. Consequently, crr scores are reported
and interpreted in terms of the level of performance ob-
tained with respect Lo the objective(s! or domain on which
the cRr is based. This type of score reporting is very differ-
ent from that used for norm-referenced tests in which
scores are reported in terms of the perfmmanoe of other
individuals o+ groups. o X

-

1. Actual score. The number or percent of items corvect
on a given ohjective, referring to the number of items
actually passed on the test

2. True score. An indi‘-‘idual:s or group's true level of
performance on an’objective, re‘erring to the portion
of the total uniyérse of items for an objective that an
individual or group ¢ould answer, correctly

3. Mastery of a given objective. The achicvement »f a
preset ¢riterion tevel of performance is called mastery
oi an/objective. Criterion levels can be gelected arbi-
tra/ﬁly or can be justified using experts’ judgments
ajid/or the results of empirical studies.

4. Performance Lime. The time it takes, in class hours or
calendar days. for a student to achieve a given per-
formance level

5. Level readiness A score that reflects the probability
that the student is ready to begin the next jevel of in-
struction {this may be based on both the number of
items correct and the pattern of answers given to
these items).

6. Total individuals who passed. The number of indi-
viduals or groups whe passe¢ r mastered each cbjec
tive or item (This score is given most often for indi-
vidual items when only one item is tested per objec-
tive—for example. National Assessment of Educa-
tional Progress.}

i. U'otal objectives mastered. The nuraber of ohjectives
passed or mesiered by aa individual ur group

Valjdation of CRTs

When construction of the objectives and test items is com:-
plete, the cer must be analyzed and validated. This process
can involve giving the test to students and studying their
responses {response datal or relymg upon review by ex.
perts Uudg‘mental data). "

There is much ambiguity about the procedures for
analyzing and validating crrs. Nevertheless, there are
several dimensions of test and item guality that are con-
sidered to be relevant to crr validation and that have asso-
ciated with them review procedures, datacollection strat-
egies, experimental designs. and statistical indexes:

Establishing item guality. Following are several com-
monly considered dimensions of item quality:

1. ltem-objective congruence. A test item is considered
good if it measures or i congruent with the objective
that it is supposed to assess. ltem-objective con-
grience can be established by using judgmentel data.
Pypically, content experts sre given a variety of ob-
jectives and the items used to measure them and are
asked to assign the items to their appropriate objec-
tive or to comment’ ¢n the appropriaténess of the
item-objective relationship.

2. Equivalence (internal consistency within objectives).
A test itera is considered good if it behaves like other
items measuring the same otiective. The concept is
similar to item-objective congruence. but its proper
a1se depends on response data. Equivalence is usually
measured by computing the biserial correlation be-
tween the score on an item and the total score on all
items measuring that objective.

3. Stability fover time). An item is considered good if
examinee perfornance is consistent from one test
period .» the next in the absence of any special inter-
vention (such as instruction which is an intervention
that can change examinee performance}. Stability in-
volves response data und can be measured by using a
ph: coefficient that correlates scores on the jtem from
two different occasions as long as too much time does
not elapse between them.

4, Sensitivity Lo instruction. An item is considered good

if i* 1s sensitive t0 instruction—that is, if there is a

discrimination in responses to the item between those

who have and those who have nnt benefited from in-
struction. This measure ¢f item quality is usually
computed for cars that are linked to particular educa

ot




tional programs and it reyuires response data. [xam-
inees are tested before and after an educations: pro-
gram, and items that many examinees fail before in-
struction but pass after it are ¢onsidered to be sensi-
tive to the instruction.

5. Cultural: sex bias. An item is considered good if it
does not lead to inaccurate conclusions about the per-
formance of different cultural groups or sexes, Bias
can be assessed using either judgmental or response
data. If the former are used, representatives oy differ-
ent cultural groups. members of each gex, and/er
linguists exémine test items to determine whether
vocabulary or content are foreign or conld be mis-
interpreted. 1f response data are used to assess bias.
they are analyzed. typically using analysis of variance
or regression techruques for item-cultural/sex inte>-
ﬂtthnS

Establishing test quality. There are six dimensions
commonly used to express the quality of a crT:

1. Test-objective congruence. Similar to item-objective
congruence, test-objective congruence is an index of
the extent to which the total test or subtest measures
the stated objectives. Test-objective congruence is
usually determined by using judgmental data.

2. Equivalence (internal consistency). Test equivalence
is a measure of the homogeneity of test jtems for an
objective: that is, how coherently the test items
assess the psrticular objective. This can be measured
by using split-half correlations. Kuder-Richardson
formulas, o~ coefficient alpha.

. Stebility (test-retest, or alternate forms}. A test is
stable to the extent that examinee responses are con-
sistent from one test perind to another or across alter-
nate forms of a test in the absence of any interven-
tion. Stability is usually measured by using correla-
tion techniques,

3b. Stability {number of items per objective and number
of objectives per domain). There are two levels at
which thls type of stablhty for & CRT can be estn:nabed

ber of items that should be tested in order to obtain a
stable score on an object ve. For this type of stability.
the assumption is made that for each objective there
is a pool or population of iterns with mixed difficulties
that measure the objective and that for any given test
a sample of those items is selected. At the second
ievel, a determination iz made of the number of objec-
tives that shouid be tested in order to obtain a stable
estimate of perl yrmance on the domain. For this type
of stability. the assumption is made that a single
score is needed that describes an individual’s per-
forraance on the domain or set of objectives. Stability
can be estimated with response data using correlation
techniques and/or Bayesian statistics (26).

. 4 Sensitivity to instruction. A tesc’s ability to discrim-
inate between those who have and those who have not
benefited from instruction. Fhis measure of test qual-
ity is usualiy obtained for crrs that are linked to a
specific educational program and is obtained using
response data.

5. Cultural/sex bias. Bias occurs when a test leads to in-
accurate ”Onclusmns about the performance of cul-
tural,‘sex groups. It can be estimated with aralysis of
variance or regression techniques using response data,
or by expert review using judgmental data.

6. Criterion validity. Criterion validity establishes the
meaningilness of the criterion in terms of which car
scores are Witerpreted. Establishing criterion validity
ig either a one-step or a two-step process. The first in-
volves assessing the meaningfulness of the domain:
that objectives nave been selected and organized tobe
in themselves educationally significant and that test
iterrs have been systematically generated to cover the
objectives. Step ! criterion validity is usually estab.
lished by having experts review the objectives and
teat items to determine the extent to which they were
developed in conformance with prespecified pro-
cedures and the extent to which they cover the domain
in a comprehensive and mearingful manner.

Step 1 must be completed for ali cars, and, in some
cases, is sufficient for-establishing criterion validity. One .
example is a crr that is based on objectives that ere par.
rowly defined and operationaily stated in such detail that
generatmg test items only requires transposing them into
question form. car score interpretations for objectives
with these characteristics are meaningful because the
objectives describe skills that can be measured directly by
test items. A second example is when the ¢r1's objectives
are linked to a curriculum and its gcores are intended for
and interpreted by teachers and curriculum experts. crr
score interpretations in terms of these types of objectives
are meaningful because the skills and knowledge being
measured are those taught in classrooms where a specific
curriculum is taught.

The second step is established through empirical means
and involves determining whether examinees who perform
well on the test have really achieved the educational objec-
tive. Step 2 criterion validity can be measured by compar-

.. ing gcores obtained on a crr by individuals who, in ad- _

vance of taking the car and using indepencent criteria,
were judged to possess or not possess the skills that the
objective is intended to measure. To the extent that the
crr discriminates between these two groups of individuals.
the crr has criterion validity.®,

By estgblishing Step 2 criterion validity, the relation-
ship between test items and the objectives they are sup-
posed to measure is empirically confirmed. Step 2 criterion
validity permits assertions about mastery of the individual
objectives that comprise a domain and about more complex
hehaviors whose component parts are defined by the
domain. Step 2 criterion validity is particularly useful
when it may be difficult to automatically assume that
achievemeant of the items necessarily reflects achievernent
of the larger objective or domain.

The question of classical reliability and validity. There
has been considerable debate over the eppropriateness of

*Sicp 2 critenop vabdity is simdar Lo construct vabdity and/or diserim.
inane validity but ap ebjecine or o domam. rather then e psychological

state, 19 the consiruct,
]




“‘classical” (long and widely used) indexes of reliability
and validity te¢ criterion-referenced tests. Some psy-
chomeiricians have argiied that since crt items are selected
to measure achievement of specific educational objectives
end not to discriminate among students, scores on ¢RTS
can lack variation. This could arise in the following situz-

tion: Before instruction, nouse of the students have

inastered the objectives, and all might receive a score of
zero on the criterion.referenced pretest. After instruction,
however, all might receive vary high scores on the crite:
rion-referenced posttest. A lack of variation in studenmt
scores, it is claimed, would cause the tradilional indexes of
reliability and validity {that zre based on varjunce) to be
inaporopriate (255,

.Others have argued that whex ¢c2vs are administered to

u heterogeneous saniple representing differing degrees of
comipetence and receiving differing instructisn on the ob-
jective, there will be sufficient variation in test per
formance to apply the clagsical siatistical formulas {21,
12). This latter stance is becoming the accepted view, and

A S
REVIEW

Generaling Review Criteria

Currently available crrs were reviewed to determine if
they were technically sound and if they could be easily
used for a large-scale effectiveness evaluation. To struc.
ture the review, @ set of criteria were generated. The cri-
tera reflect the characte.istics generally accepted as being
necessarv and appropriate for a large-scale effectiveness

evaluation. Consequently, many of them could be applied.

to norm-referenced tests as well as crrs. In orde* to obtain
the criteria, several sources were consulted, including a re-
view of the literature, requests for proposals issved by
state and-federal agentics involving large-scale évalua-
tions, and criteria already developed and used for review-
ing achievement tests.

Obtaining CRTs

A hist of pubiishers of educational tests wus compiled using
test review books (3, 16, 17, 18}, personal contacts, and
hbrary sources (24}, 1t should be noted that publishers on
the list were not necessarily known as marketers of ¢aTy
because 't was not always possible ‘o predict in advance
who published crts and who did not and because it was
considered important to include as many publishers as
possible in the review.

A letter was sent to each publisher requesting informa-
tion about: any criterion-referenced math or readmg tests
they might have available {including detailed descnptlons
of the test battery at each available grade level); sample
tests for reading and math at each available grade level:
lists of objectives or domains for reading and math at each
available grade-level; directions for administering and
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it is now held that the classical indexes (such as stability,
eguivalence} can be estimated for crys using a hetero-
geneous population.

Theoretical Value of CRTs for Evaluations

Based on theoretical considerations alone, are crTs appro-
priate to measure achievement for large-scale effectiveness
evaluations?

An effectiveness evaluation requires ingtruments that
are reliable and valid and that provide meaningful scores
that can be used to make decisions about educational
policy, In theory, there is an orderly set of developmental
and vafidation procedures which, if foltowed properly, pro-
duce ¢ars that are based on well-defined sets of cbjectives
and that can provide ; eaningful and useful score interpre.
tations. Thus, from a theoretical perspective, crrs are ap-
propriate and desirable for messuring achievement in
effectiveness evaluations.

X

OF CURRENTLY AVAILABLE CRTS

scoring -reading and math tests at each avallable grade
level; all technical manuels, field test reports, expert re-
views, of test-arialysis information; mformation about
special features like Scoring services or cassette-recorded
directions; and cost information.

From publishers’ responses, 28 crrs were obtained that
had sifficient information for review purposes. Each ¢at
was independentl:r revievwed twice using the set of criteria
generated for this purpose, and discrepancies were resolved
by both reviewers. Any remaining questions, usually re-
sulting from unclear or insufficient information from the

_publishers, were followed up with 2 phone call.

Explaration of Review Criteria

There were 19 criteria against which ¢rvs were reviewed.
(Flgure2 shows the form used by reviewers.) For this re-
view, reading and language avts were considered to be one
subject area and mathematics another. All subtests or
tests of individual objectives at the same level were
grouped together and considered as a single reading or
math test. In addition, thecriteria were especially designed
to permit the cross-grade level and longitudinal compari-
sons that typify large-scale evaluations.

1. Coverage of specific skills. A test had to cover basic
skills in reading (language arts) or mathematics.

2. Grade-level coverage. Forms of the test had to be
wvailable for grades 1 t0 9 in order 0 make possible
comparisons across grade levels as well as longitu.
dinal comparisons. {High school-level ¢crrs were ex-
cluded because so few publishers had them available.)

3 Overlap of objectives acrogs grade levels. Some or all




of Lhe test’s vbjectives hud o be measured at each
grade lev el in order to pertnit comparnisons of commen
educational objectives across grade levels or over

provided on test quality, 1 1sed either on judgmental
or response data. to intiude information abou: in
ternal consistency, test stability, test-objective con-

time. gruence, sex/cultural bias, sensitivity to inscruction,

. Number of test forms per grade level. Due to con- and criterion validity.
straints related to test administration and the time
available for testing, thers had to be a limited num-
ber of Lest forms at each grade lével, Just onistest per
grade level was preférred in order to avoid problems
with reliability that could arise when several test
forms are combined.

. Directions for test administration. A test had to pro-
vide thorough and clear instructions for both the ex-

. aminer and_examinee, Directions concerning dis-
tributing tests, demonstrating sample questions, and
test administration had to be provided in a detailed
anrd easy-to.-resd form. -

Results of the Review :

The resu.ts of the 28 tests reviewed are presented on page
8. 1t should be noted that hecause many of the 28 crts
were intended as classroom resources and not for effective.
ness-evalyatiori purposes. the review conducted for this
investigation tended to make some crTs look less exeellent
than they would have if they had bezn reviewed from

another perspactive, v

1. Coverage of specific skills. Of the 28 tests reviewed,

- Special equipmbnt for test administration. Because of

the logistics and costs involved in large-scaleinforma.

collection, test administration coyld not involve
any special equipment (like cassettes or visual aids)
aside from peneils_and scratch paper.

. Time for testing. A test had to be designed to be com-
pleted within a given class period, the amount of time
usually available to outside evaluators,

i, Group testing. A test had to be designed for group

administration, since individual administration is

prohibitive in large-scale evaluations.

. Itera-objective match. Each tes, item had to be voded

to an objective lor the edutational tasks and purposes

the test claimed to measure).

. Obyective coverage. There had to be a sufficient num-
ber of items to adequately measure each objective.

. Objective/subjective scoring. A test had to use an ob-
Jective seoring procedure since it would be very costly
to train individuals to use subjective scoring schemes.

. Machine scorable. The test had to be available in, or
adaptable to. machine scoring.

. Score-interpretation scheme. A test had to employ a
entenon-referenced score-interpretation scheme.

. Reusable materials. To save money, reusable test
booklets and test manuals were requested.

. Curriculum match. A test could not be based on the

objectives of any particular curriculum or educational
program.

. Costs of tests per pupil. The costs of testing pupils
had ts be kept low enough to accommodate a large-
scale study.

. Formal field test. A test had to provide documenta-
tion of field test activities. It was preferred that the
field test participants be nationally and geograph-
ically representative, be a probability sample, and in-
clude sufficient numbers of minority persons to permit
an estimation of bias.

. Informatiun on item quality. Information had to be

provided, based either on judgmental or response

data, about item stability. sensitivity to instruction,
sex cultural bias. item-objective congruence, and
eguivalence.

, Information on test quality Information had to be

15 were designed to agsess reading skills, and 13 were
designed to assess mathematics skills. All 28 tests re-
viewed focused on measuring basic skills in reading
and/or mathematics and thus met the criterion.

. Grade-level coverage. Nine tests were available for

grades K+9, and thus met the criterion. The remainder
varied from crrs available for gradas K-2 to those

" available for gredes K-8,
. Overlap of objectives. Twelve tests appeared to mea.

sure the same objectives at all grade levels. Sixteen
tests appeared to have some overlapping objectives
which were measured at most, but not all, grade
levels. It should be noted that to make common ob-
jectives, test publishers frequently used broadiy
stated objectives or skill categories which they then
translated into tasks or skills of varying complexity
for different grade levels.

Number of test forms. Some crrs had only one test
form per grade level and others had as many as 31.
Usually those crrs that offered a limited number of
test forms per grade level would include several ob.
jectives on a single test form, while those featuring
more test forms pu - grade level would assess one or
only a few objectives per form. Three tests did not set
limits on the number of tests that could be created
from thneir bank of objectives and items.

. Directions for test administration. Twenty-seven of

the tests met the criterion by providing adequate
directions both to the examiner and examinee for test
administration. One test contained no information
about administration.

. Special equipment required. Twenty-six tests re.

quired no special equipment for test adininistration
and, therefore, met the criterion. Two tests required
the use of tape recorders or cassettes, and one test
provided no information, It should be pointed out
that many of the 26 tests that do not require special
equipment are designed, nevertheless. for use with
special equipment and consider its omission to be un.
desirable.

. Time for testing. Only two tests met th:s criterion

More tests (24) left time for testing open, but from
their length appeared to require more than one hour of
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FIGURE 2
‘{HE REVIEW FURM

Specifications for
electing Tests

Reviewor's
Motes

Criterion
Rating/Range

Coverage of specific skills
Tests must cover basic skills
in language arts/ mathematics

Grade-devel coverdge
Tests must be appropriste for
grades | through &

Querlap of objectives acruss
grade levels

Same objectives should be
measured at each grade level

Number of test forms per
grade level

Should be a limited number of
test forms per grade level

Complete directions for test
administration

Special equipment fo}- test
administrution

Time for testing
Maximurs of 40.50 mingtes

{Froup testing

Ttem-cbjective match

Test items must be keyed to
cbjectives that canbe
broadly stated

Objective coverage
Test items should adequately
cover each objective,

Objective/subjective scoring

Machine scorable

Seore interPretation
Must be criterion-referer.zed

Reusable matenals

Curriculurm match
Tust cannot be based on
specifiC cutricula

Cost of test per pupil

Formal field test
Preferablyshould have

a) national e

b} geographic scope

¢) minority representativeness
d} probability sampling

{continued on next page)

KEY P - puss. F - fail. 5= sometimes, A — orways. N — never. U — unclear. Dot stated. sisted without supporting decumentation




Specifications for Reviewer's
Selecting Tests Notes

{tem quality inforination
Judgmenta: or response data:
5) inatructicnal sensitivity
b} stability

¢} sex/cultural bins

d} item-objective congiuence

Test quality information
Judgmental or response data:
a} interne) consistency

b} stability

c} test-ohjective congruence
d) sex/culture] bias

¢} instructional sensitivity

f) criterion validity

KEY - pase. F o fail, $— sometimes, A - abways. N - aever, U - unclear. not stated. stated without supportmg documentation
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wshing teme, One cut had no informaticn about the

time needed for testing.

. Grouy testing. Twenty-five tests could be adminis-
teved 0 groups and therefore, met the critarion. Two
sests were designed for individus! administration
only, ard one did nor pecvid> thiz information.

. tiem-objective mat k. Twent: .9ix tests hud each item

coded Lo on obiective, #nd s, cat did not grovide this
infurmatinm.
Chjvevive coverp 2o, [ irems tested for 2acii ohjec.
uve ranwedt rem 1w 150 across the 28 wests, (It
=shoald 2 noced that the car with 1501498 pet objec-
vive wag based on a computerized jtem hank frem
which tests of =ny leazth could e meneiates

. Objective/subjecuve sconng. Twenty-seven tests
employed an objective scoring technique, meeting
this criterion. One test employed a subjective tech.
nique, and one other cardid not provide thisiinforms-
tion. '

. Machine.scoring optior.. Eighteen tests met; the crite-
rion for -machine scoring. Nine crrs 'were hand-
scorable only. and one car did not provide this in-
formation. ;

. Score-interpretation scheme. Twenty-seven tests met
the criterion by using some type of criterion.refer-
enced score interpretation scheme. Overwhelmingly.
the scheme was expressed as an arbitrary mastery/
non.nastery scove or the number of items correct on a
giwven objective. Of these same 27 tests. 7 also em-
ployed norm-referenced interpretations. One test did
no. describe its score-interpre*ation scheme.

. Reusable materials. Twenty-four tests were designed
50 that at least some portion of the materials could
be reused. These usually were the test booklets, when
separate answer sheets were pravided, and the teach-
er's and examiner’s manuals. Three crrs had 1o re-
usable materials. and one did not provide this in-
formation.

. Curriculumy maich. Twenty-two tests appeared to
have no match to a particular curriculum or instruc-
tional program. Six other tests also appeared to be
rather general. aithough they claimed to be hased in
varying degrees on a review of what is currently being
taught in ioday’s schools.

. Cost of tests per pupil. Bagsed on a purchaseof all tests
in reading c: math at the third -grade level, costs, ior
a minimum purchase, ranged Srom about five cents per
student o $6.37 per student. One test had to beimple:
mented at the district fevel and cost $7.509. Most
tests are soid in minirsum sets of 30-35 test booklets.
. Formal field tests Eiglit tests provided documenta-
tion concerning field tost activities. However, the in-
formation provided was remarkably sparse with sev-
oral exceptions. Those who did conduct field tests
usually sttempted to get some sort of geographic and
national representation. Fifteen tesats claimed to have
been field tested. but provided no supporting docu-
mentation. Five aoditional tests provided no informa-
tion at all about field tests.

. Informaticn on item qual.ty. Twelve test publishers

reportid having conducted itern guality studi:s baged
on respanse deta and/or expert retiew. Of theee,
attention tyyically was paid to item-objecti*re congna-
ence, item stability or equivalence, ana sensitivity to
instruction. Eight tests reported having scms type of
review hit dechined to state the kinds or extent of
their studieg. Eight oiher systamy did not provide
any information at adl.

. Info;mation on test quality. Thirteen tests reported
having condurted tesi-quality studies based on re-
sponse data und,"or expert review. Of the e, intesral
consistency, stability, test-sbjective congruence,
sangitivity tn instruztion. and criterion validity (Step
1) were most frequentiy attended ¢n. Seven other svs-
tems claimed to have perfortned test quality studies,
bui provided no supporting docurentation. Eight
additional systems provided no information at all,

Practical Value of {RTs for Evalusticns

Based on practical considerations alone, are crts appro-
priate for large-scale effectiveness evaluations?

The answer is no. From the review, it is clear that no car
fully met 2ll the criteria. Further, the review uncovered a
number of serious practicul problems that diminish the
suitubility of currently availabl. cxrs for an effectiveness
evalugtion:

Muny learning objectives. Most of the crts reviewed
ilad a large number of very specific learning objectives
that were associated with very small units of instruction,
like one to five class lessons. The reason for the use of
many narrowly defined objectives cas probably be traced
to the original use of cars by teachers as an aid to indi-
vidualizing and evalueting instruction. Nevertheless, an
effectiveness evaluation of the impact of just one year of
Instruction at one¢ grade level would generate information
about ap enormetis numbar of objsctives, thus complicat-
ing the management, analysis, and reporting of data.

Nunierous test forms. Many currently available cars
provide sepatate test forms for each grade level that mea-
sure juat.one or a few different objeccives. The appearance
of many test forms also probahly reflacts the original in-
tention {0 use caTs s clasgroom aids. In terms of an effac-
tiveness evaluation, the logistics of administering a num-
bor of distinct tests complicates information:rollection
activities ar.d increases the chances of making errors and
the costs of conducting the evaluation,

Maximum time required for testing. Most available cats
take more than an hour of class time, which is the maxi-
mum time that can usually be devoted. It should be noted
that some of the test publishers, rccognizing time con-
straints, offered crrs that had just gne item per objective.
However, this is not a satisfaciory solution since reducing
the number of items will aimost invariably bring with it a
diminutior. in the test’s ability to measure with precision
each of the objectives although it may have the beneficial
effect of diminishing testing time.

Discrepancies between CRT's and program’s objectives
Using onrs in effectiveness evaluations that involve more




TABLE

TESTS REVIEWED

Namie of System

Fountain V!.illey Teacher Support System-Reading

Fountain Valley Teacher Support Sy stem-Mathematics
/

Prescriptive Reading Inventory
Diagnostic Nlathematics Inventory

Comprehensive Tests of Basic Skillz
Form S (CTBS/5)-Reading

Comprehensive Tests of Basic Sk.ills 7
Form S (CTBS/S)-Mathematics

OREIT {Objective's-ﬁeferenged Banit of
Items and Testsl s

" Skills Monitoring System-Reading®
1973 Stanford Reading Tests
1373 Stanford Mathematics Tests

individualized Criterion-Referenced
Testing-Reading

Individualized Criterion-Referenced
Testing-Mathematics

Woodstock Reading Mastery Tests—Form A

Key Math {Ciagnostic Arithmetic Test}
Mastery: An Evaluation Tool, SOBAR, Reading

' Mastery: An Evaluation Tocl-Mathematics

" Individual Pupi! Monitoring Systems- Reading

" Individual Pupil Monitoring Sy stems-M athematics

Comprehensive Achievement Monitoring
(CAM) Maintenance Pk.-Reading

-Comprekensive Achievement Monitoring
(CAM) Maintenance Pkg..Mathemetics

Objectives-Based Test Sets-Reading
Objectives.Based Test Sets-Machematics
Reading-Analysis of Skills  *
Mathematics.Analysis of Skills

Tests of Achievement in Basic Skills
(TABS!)-Reading

Tests ¢f Achievement in Basic Skills
{TABSI-Mathematics

Reading Inventory Probe 1
Mathematics Inventory Tests

*This test whs not available at press time.

Publisher

Richard Zweig Associates, Inc.
Richard Zweig Associates, Inc.
CTB/McGraw -Hill

‘CTB/McGraw-Hill

CTB/M . 3raw-Hill

CTB/McGravr-Hill

CTB/McGraw-Hill

Harcourt, Brace, Jovanovich, luc.
Harcourt, Brace, Jovanovich, luc.
Harcourt, Brace, Jovanovich, Inc.

Educational Develcpment Corp.

Educational Development Corp.
American Guidance Service
American Guidance Service
Science Research Associstes
Science Research Associates
Houghton-Mifflin

Houghton- Mifflin

National Evaluation Systems

*ationat Evaluatica Systemas
Instructional Objectives Exchange

" Instructional Objectives Exchange

Scholastic Testing Service
Scholastic Tes*ing Service

Educational 2nd Industria] Testing Service

Educational and Industrial Testing Service

American Testing Company
American Testing Company




than one educational prograni nicans determining relation-
ships between the general objectives the cars gre designed
to measure and those of the programs s0 that achievement
cah be measured in terms of the objectives emphasized in
mstruction and exemplary programs can be identified.
However, obtaining this information is costly and compli-
cated. Teachers can be asked, for example, to rate the cars’
objectives in terms of their relevance to classroom instruc
tion, but teacher ratings can be unreliable. Inscructional
experts can be asked to analyze textbooks and curriculum
. guides, however, they cannot know for certain how these
materials are being used in the classroom.

A related problem concerns which objectives to test.
Each student or classroom can be tested on just those ob-
Jectives derived from the curriculum being used or on a
sample of objectives some of which may be relevant to the
curriculum while the others are not. Depending upon the
choice, the resulting evaluation information can be limited
n its usefulness for making comparisons or it may require
considerable manipulation before interpretations can be
made.

Identifying ¢ omrmon objectives across grade levels. The
same objectives are not always measured at all grade
levels or. if they are, there iz no system for identifying
common objectives. The skills gnd content associated with
an objective generally become more complex at higher
grade levels. To make compagisons over time or across
grades, however. 1t is necessafy to identify skills or objec-
tives that are related in terms of a conceptual framework
or gencral content area. For example, in the fourth grade,
8 punctuation objective might focus on beginning sen-
tences with capital letters and ending them with perieds,
while in the ninth grade, a punctuation objective might
focus on the proper use of semicolons as alternatives to

periods. Unless the test publisher has identified the rela-
tionship betv.een these two objectives—for example. that
they both have to do with the same skill area— the evalua-
tor may be forced to decide this on his own, an instruc-
tional decision that is not ordinarily part of the evaluator's
expertise.

Unvalidated CRTs. The procedures used to validate cars
are not very sophisticated, and field test results are not re-
ported in any detail. When compared with the highly
structured field tests conducted for norm-referenced tests,
most cr1s are deficient with respect to the sample’s size
and representativeness, and/or the amount and precision
of data presented in technical repoyts.

Insufficlent score information. Most crTs report scores
either as the number of items correctly answered for each
objective or sometimes as mastery Or nonmastery scores,
“mastery” meaning correctly answering an .arbitrarily
selected number of items per dhjective. These types of
scoreinterpretations areaccepted by theorists aslegitimate
ways of expressing cmr test scores and they may have
meaning for teachers who know their curriculum. How.
ever, for effectiveness-evaluation purposes, these types of
interpretations are inadequate because they provide insuf.
ficient information for decision making and lose meaning
outside the classroom.

Financiai considerations. A final practical problem with
using currently avrilable CrRTs for effectiveness-evaluation
purposes is that i ost a e costly. This probably reflects the
effort it takes to Jefire domains, to develop the special
features offered b crrs, such ags referencing the objectives
to various school curriculums, and to provide many short
test forms that can be used efficiently for classroom in-
struction purposes.,

CONCLUSIONS

There is no currently available crr that is feasible for use
in large-scale effectiveness evaluations. This conclusion is
based on practical. not theoretical, considerations. One
major reason for the likely inappropriateness of availabis
cris 15 that many of them have been designed for clasa.
room pucl.not evaluation purposes. consequently, they ara
hargctetized by numerous, narrowly defined objectives,

¢ach measured on a separate test form. In the context of 7

an effectiveness evaluation, these crrs produce unwieldy
amounts of information, require too much time for testing,
and create logistical problems for test administrators.

A second major practical failing of currently available
crrs is that field tests are citber not documented or are
performed inadequately. As a result. the reliability and

validity of these ¢rTs is simply not known, and it is inap- ,
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propriate to provide decision makers * th information 0f
unconfirmed quality.

A third major failing of availabie crTs is that the score
interpretations given are not as meaningful as can be ex.
pected. Most arc presented as numbers of items passed,
without Step 2 criterion validity information or compara.
Live da*a as supplements. Two additional practical failings
are the crrs’ costs and the absence of methanisms for
tracking the same skills or objectives across grade levels,

A cur that {5 appropriate to use in measuring achieve-
ment in an ef{ectiveness evaluation should be based on &
limited set of objectives that represent essential compe-
tencies and basic skills, should be proven reliable and
valid. and should he able to provide scores that are mean.
ingful and useful.
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